**Crime Analysis and Prediction in Bangladesh using Machine Learning**

**Abstract:**

**Crimes occurrence is an alarming issue in Bangladesh. If crimes and their trends could be predicted from beforehand, it would be beneficial to the law enforcements to distribute the scarce resources and ensure a safer country by attempting to prevent those crimes. This paper conducts an investigation into various machine learning approaches to performing forecasting of crimes in Bangladesh based on the official crimes data available on official Bangladesh Police website. On analysis, it is observed that Linear Regression, Logistic Regression, Regression Tree, Random Forest Regressor, Support Vector Regression, Adaboost, Gradient boost, XGboost and Multilayer Perceptron all achieve above 97% accuracy where Multilayer Perceptron and Logistic Regression enjoys a 100% accuracy when it comes to forecasting crime values of 2018 in Bangladesh based on the data available from 2010 to 2017.**

**Introduction:**

Crime is a social problem which generally refers to harmful and violent act by breach of laws. This is one of the most threatening global issues at present and is increasing throughout the world. The detrimental effects of crime can hinder the socio-economic development of a country. Besides, the end result of criminal acts has various emotional and physical impacts in a society violating human rights. Hence, prevention of crime has become crucial for preserving human rights. In order to prevent crime, it is important to understand the patterns of criminal occurrences in a certain area by analyzing crime data.

With the advance development in Artificial Intelligence and Machine Learning, a wide range of Machine Learning applications is being implemented in the field of Criminology. Criminology is a process that aims to identify crime characteristics. Actually crime analysis includes exploring and detecting crimes and their relationships with criminals. The high volume of crime datasets and also the complexity of relationships between these kinds of data have made criminology an appropriate field for applying data mining techniques. Identifying crime characteristics is the first step for developing further analysis. The knowledge that is gained from data mining approaches is a very useful tool which can help and support police forces. An approach based on data mining techniques is discussed in this paper [5]

Companies and cities all over the world are experimenting with using artificial intelligence to reduce and prevent crime, and to more quickly respond to crimes in progress. The ideas behind many of these projects is that crimes are relatively predictable; it just requires being able to sort through a massive volume of data to find patterns that are useful to law enforcement. This kind of data analysis was technologically impossible a few decades ago, but the hope is that recent developments in machine learning are up to the task.

There is a good reason why companies and government are both interested in trying to use AI in this manner. As of 2010, the United States spent over [$80 billion a year](https://www.brookings.edu/wp-content/uploads/2016/06/v8_THP_10CrimeFacts.pdf) on incarations at the state, local, and federal levels. Estimates put the United States’ total spending on law enforcement at over [$100 billion a year](http://www.justicepolicy.org/research/3906). Law enforcement and prisons make up a substantial percentage of local government budgets.[6]

Although this is a worldwide problem, many of the most serious crime problems are now to be found in the developing countries [4]. The growth rate of crime in Bangladesh is rampant. According to Global Peace Index 2019, Bangladesh is 94th among 195 countries of the world having 2.128 as peace index [3]. As social level of morality is one of the factors influencing the crime rate [1], criminal behaviour varies in different societies or areas.

**Literature Review:**

Police and the government are working ceaselessly to ensure that crimes occur minimally. If it was possible to somehow predict where and what crimes are occurring most frequently, it would be possible to target these regions and employ the required police force in that area to deter criminals. Numerous researchers, often with aid from the police and government have dedicated their time and resources to detect criminal activities. Decision Tree is a popular algorithm for classification and the classification of crimes is no exception to this, evident from proceedings in [9,11,16,17,18,28]. [9] produced a dataset using data entry for each crime that occured which contained the type of event, the location in longitude and latitude, and the time and date of the crime. This dataset was organized in a spatial grid pattern and analysed using 1NN using Euclidean distance which was used as a base algorithm with a location constrained variation, along with SVM hypertuned with kernel type of radial basis function, a 2 layer Neural Network, J48 (a C4.5 Decision Tree) and Naive Bayes. Naive Bayes outperforms all the other algorithms for this particular dataset. US State database where SQL was used to retrieve and preprocess the data and was mined used a Decision Tree and Clustering Algorithm in [16]. Similarly, Communities and Crime Unnormalized Dataset provided by the University of California-Irvine repository and actual crime statistical data for the state of Mississippi that has been provided by neighborhoodscout.com was employed by [11] to implement Linear Regression, Additive Regression, and Decision Stump algorithms on the basis of Correlation coefficient, Mean absolute error, Root mean squared error, Relative absolute error, and the Root relative squared error. Amongst the three algorithms, Linear Regression provides the most efficient and accurate in predicting crime rates. [29] established an auto regressive model (ARIMA) on the urban data of Chicago using Crimes - 2001 to present dataset. This regression model was able to forecast crime trends with an accuracy of 84 percent on one year-ahead and 80 percent on two-year-ahead forecasts. [18] compared the performance of Decision Tree and Naive Bayes algorithms also on Communities and Crime Unnormalized Dataset from [11] where the Decision Tree surpassed the classification accuracy of Naive Bayes. Fuzzy association rule mining was applied for community crime pattern discovery using the same Communities and Crime mentioned in [11] for 40 attributes in [10] where a pruning method based on support, confidence, and lift was also suggested to discover the rare rules present in the dataset. [28] evaluated crime data mining on the basis of ANN, decision trees, rule induction, nearest-neighbor method, and genetic algorithm. CrimeStat [7] is a brilliant tool that displays spatial distribution, spatial autocorrelation using monte carlo simulation and distance analysis between crimes and provides analysis about where the most frequent crimes occur (based on category) using a fuzzy logic association rule as well as spatial prediction of crimes separable by various feature variables. It also provides a spatial regression of crimes separable by various feature variables. [14] designed a tool that can extract information such as crime nature, frequency, duration and severity from police database and create digital profiles for the offenders and use distance measures to cluster them accordingly. Another general crime detecting framework was developed by [19] on the four different types of data mining techniques when it came to crime detection, namely - entity extraction, association, prediction, and pattern visualization. A challenge when handling with data from real scenarios is how to handle the missing data, whether due to lack of information or human laziness. [8] focuses on filling in missing values using methods such as a KNN-based imputation method enhanced utilizing LVQ (Learning Vector Quantization) methods combined with generalized relevance learning (which can also be used in classification) and Expectation-Maximization (EM) algorithm and clusters the cleaned dataset using K means algorithm and DBScan algorithm. Anomalies are then detected using PDSAD (Partition and Distance Method based on Shape for Anomaly Detection) model which reduces the time complexity compared to traditional anomaly detection methods. Another KNN based work where LDA is utilized for dimension reduction was presented in [21] where Spatial-temporal characteristics are extracted from time sequence of area-specific heat levels, temporal distance of important holidays, and neighborhood features. To properly determine the neighbourhood features, histogram based statistical methods is used. The analysis shows optimum prediction occurs on weekly based KNN application. KNN, Parzen windows, and Neural Networks, analyzed to compare the performance metrics for predicting the crimes in San Francisco in [33] where KNN displayed superior results. Gradient Boosting Machine Learning algorithms were employed to reveal hidden links in the criminal data in [34]. It was also observed that more decentralized and less clustered network has better performance on finding hidden links as the machine learning model avoids overfitting. It can be observed that researchers from all over the world have used a variety of algorithms to detect and predict crimes. [15] attempted to provide a comprehensive guideline for developing algorithms that would encompass variables such as types of crimes, background knowledge of the analyst performing the research work and so on. Crime was predicted using K-Nearest Neighbour (KNN), Support Vector Machine (SVM), Naïve Bayesian, Decision Tree, and Ensemble Methods in Vancouver [37] where KNN and boosted decision tree resulted in crime-prediction accuracy between 39% to 44%. In [17], crime hotspots for London, UK was predicted using logistic regression, support vector machines, neural networks, decision trees, and different implementations of ensembles of tree classifiers with different parameters from a multitude of geographic data collected from phones and demography. The research resulted in the decision tree classifier based on the Breiman’s Random Forest (RF) algorithm yielding the best performance when compared to all other classifiers. An approach [27] that leverages Bayesian framework with a Gaussian Process prior and MCMC attempts to handle uncertainties in crime prediction by modelling the dependency between offence data and environmental factors such as demographic characteristics and spatial location for New South Wales, Australia. In Brazil, random forest algorithm was used in [31] to evaluate crime prediction where random forest resulted in 97% accuracy. The Dempster-Shafer theory of evidence integrated with the multi-kernel method was used to establish a crime prediction forecast for the region of Santiago, Chile [32]. In [23], drug-related criminal activity in Taiwan was predicted using Random Forest, Naïve Bayes and a proposed deep learning method. This deep learning method is a data-driven method based on “broken windows” theory and spatial analysis which surpassed the performance metrics in comparison to Random Forest and Naïve Bayes. Another broken windows theory-based work [25] uses feature-level data fusion method with environmental context based on a deep neural network (DNN) where training occurs on spatial, temporal, environmental, and joint-feature representation layers. The data for the experiment comes from various online databases of crime statistics, demographic and meteorological data, and images in Chicago, Illinois. DNN is said to give the best results set against other machine learning algorithms. Various researchers aimed to investigate the crime detection and prediction using spatial features. [7, 9, 12, 13, 20, 21, 24, 25, 26, 27,30] are some of the works that presented crime detection and prediction on the basis of spatial features. In [12], K-means clustering with dynamical weights assignment combined with a semi supervised learning technique for knowledge discovery is used in crime detection based on their geo-spatial plots. In [13], Hotspot mapping accuracy is compared in relation to the mapping technique that is used to identify concentrations of crime events (thematic mapping of Census Output Areas, spatial ellipses, grid thematic mapping, and KDE) and by crime type – four crime types are compared (burglary, street crime, theft from vehicles and theft of vehicles). KDE performed best in predicting spatial patterns of crimes and street crimes was the best type of crime to predict where the next crime will occur. In [20], Area specific crime hotspots were identified using Kernel Density Estimation (KDE) and Risk Terrain Modeling (RTM) algorithms. In [24], Hierarchical Density-Based Spatial Clustering of Applications with Noise (HDBSCAN) and reverse-geocoding technique is used to find crime hotspots for different categories of crime on crime data from Royal Canadian Mounted Police of Halifax, NS. In [26] A transfer learning framework was suggested that explored spatio-temporal patterns for crime prediction with cross-domain urban data. A framework - CRIMETRACER [24] utilizes random walk algorithm for spatial crime analysis (a probabilistic model of spatial behavior of known offenders within their activity space) and crime location prediction outside of hotspots. It can be seen that a great deal of exploration has been done on attempting to detect or predict crimes in other countries. However, the area is nearly untouched when it comes to Bangladesh. [22] introduced a novel approach for crime hotspot detection in Bangladesh using Artificial Neural Network (ANN) - CRIMECAST. The time performance of the ANN was improved by utilizing a Gamma test. A type of crime, crib, is analysed using decision tree on data obtained from Dumki police station in Bangladesh, web sources and Facebook [35]. Linear regression trained by gradient descent is employed in [36] to predict the crime rates for Bangladesh using real dataset of crime of previous years.

**Methodology**
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